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Abstrae: We give a brief introduction to algorithmic information theory, a new field which combines ideas 
from. info.rm.ation th~ory and from the theory of algorithms. We also briefly discuss the new light thrown by 
algonthm1c 1nformat10n theory on foundational issues in the theories of probability and mathematical logic. 

Resumen: Damos aquf una breve introducción a la teorfa de la información algorftmica, un nuevo campo de 
estudios que combina ideas de la teorfa de la información y de la teoría de los algorítmos. También nos refe­
rimos brevemente a la manera en que la teoría de la información algorítmica aclara ciertos problemas de ba­
se de las teorías de la probabilidad y de la lógica matemática. 

The Shannon entropy concept of classical information theory [1] is an ensemble notion; it 
is a measure of the degree of ignorance concerning which possibility holds in an ensemble with 
a given a priori probability distribution: 

n 

H(p1, ... ,pn) = - L Pk log 2 Pk· 
k=l 

In algorithmic information theory the primary concept is that of the information content of an 
individual object, which is a measure of how difficult it is to specify or describe how to 
construct or calculate that object. This notion is also known as information-theoretic complexi­
ty. For introductory expositions, see [2-4]. For the necessary background on computability 
theory and mathematical logic, see [5-7]. For a more technical survey of algorithmic informa­
tion theory anda more complete bibliography, see [8]. See also [9]. 

The original formulation of the concept of algorithmic information is independently due 
to R., J. Solomonoff [10], A. N. Kolmogorov [11], and G. J. Chaitin [12]. The information 
content I(x) of a binary string x is defined to be the size in bits (binary digits) of the smallest 
program for a canonical universal computer U to calculate x. (That the computer U is 
universal means that for any other computer M there is a prefix !L such that the program ILi 
makes U do exactly the same computation that the program p makes M do.) The joint 
information I(x, y) of two strings is defined to be the size of the smallest program that makes 
U calculate both of them. And the conditional or relative information l(x 1 y) of x given y is 
defined to be the size of the smallest program for U to calculate x from y .. The choice of the 
standard computer U introduces at most an 0(1) uncertainty in the numerical value of these 
concepts. (O(f) is read "order o( f" and denotes a function whose absol:ute value is bounded 
by a constant times f.) 

With the original formulation of these definitions, for most x one has 
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l(x) = 1 x 1 + 0(1) 

(here 1 x 1 denotes the length or size of the string x, in bits), but unfortunately 

I(x, y) :5 I(x) + I(y) + 0(1) 

only holds if one replaces the 0(1) error estimate by O( log I(x)I(y)). 

(1) 

(2) 

Chaitin [13] and L. A. Levin [14] independently discovered how to reformulate these 
definitions so that othe subadditivity property (2) holds. The change is to require that the set 
of meaningful computer programs be an instantaneous code, that is, that no progra:ri:t be a 
prefix of another. With this modification, (.2) now holds, but instead of (1) most x satisfy 

I(x) = 1 x 1 + I( 1 x 1) + 0(1) 
= 1 x 1 +O( log 1 x 1 ). 

Moreover, in this theory the decomposition of the joint information of two objects into 
the sum of the information content of the first object added to the relative information of the 
second one given the first, has a different form than in classical information theory. In fact, 
instead of 

I(x, y) = I(x) + I(y 1 x) + 0(1), (3) 

one has 

· I(x, y) = I(x) + I(y 1 x,l(x)) + 0(1). (4) 

That (3) is false follows from the fact that I(x, I(x)) = I(x) + 0(1) and I(I(x) 1 x) is 
unbounded. This was noted by Chaitin [13] and studied more precisely by R. M. Solovay [13, 
p. 339] and P. Gac [15]. 

Two other concepts of algorithmic information theory are mutual or common information 
and algorithmic independence. Their importance has been emphasized by T. L. Fine [9, p. 
141]. The mutual information content of two strings is defined as follows: 

I(x : y) = I(x) + I(y) - I(x, y). 

In other words, the mutual information of two strings is the extent to which it is more 
economical to calculate them together than to calculate them separately. And x and y are said 
to be algorithmically independent if their mutual information I(x : y) is essentially zero, that 
is, if I(x, y) is approximately equal to I(x) + I(y). Mutual information is symmetrical, i.e., 
I(x :y) = I(y : x) + 0(1). More important, from the decomposition (4) one obtains· the 

· · .. following two alternative expressions for mutual information: 

I(x :y)= I(x) - I(x 1 y, I(y)) + 0(1) 
= I(y) - I(y 1 x, I(x)) + 0(1). 

Thus this notion of mutual information, although it applies to individual objects rather than to 
. ensembles, nevertheless shares many of the formal properties of the classical version of this 
concept. 

Up to this time there have been two principal applications of algorithmic information 
·. ·: .. theory: (a) to provide a new conceptual foundation for probability theory and statistics by 

· making it possible to rigorously define the notion of a random sequence, and (b) to provide an 
inforination-theoretic approach to metamathematics and the limitative theorems of mathemati­

.,. callogic. A possible application to theoretical mathematical biology is also mentioned below. 

A random or patternless binary sequence xn of length n may be defined to be one of 
.. /í maximal or near maximal complexity, that is, one whose complexity I(xn) is not much less 
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than n./ Similarly, an infinite binary sequence x may be defined to be random if its initial 
segments xn are all random finite binary sequences. More precisely, x is random if and only if 

3cVn[I(xn)>n - e]. (5) 

In other words, the infinite sequence x is random if and only if there exists a e such that for all 
positive integers n, the algorithmic information content of the string consisting of the first n 
bits of the sequence x, is bounded from below by n - c. Similarly, a random real number may 
be defined to be one having the property that the base-two e:¡¡:pansion of its fractional part is a 
random infinite binary sequence. 

These definitions are intended to capture t~e intuitive notion of a lawless, chaotic, 
unstructured sequence. Sequences certified as random in this sense would be ideal for use in 
Monte Cado calculations [16], and they would also be ideal as one-time pads for Vernam 
ciphers or as encription keys [17]. Unfortunately, as we shall see below, it is a variant of 
Godel's famous incompleteness theorem that such certification is impossible. It is a corollary 
that no pseudo-random number generator can satisfy these definitions. Indeed, consider a real 
number x such as v'2, 'TI' or e which has the property that it is possible to compute the 
successive binary digits of its base-two expansion. Such x satisfy 

I(xn) = I(n) + 0(1) = O( log n), 

and are therefore maximally non-random. Nevertheless, most real numbers are random. In 
fact, if each bit of an infinite binary sequence is produced by an independent toss of an 
unbiased coin, then the probability that it will satisfy (5) is one. We shall now consider a 
particularly interesting random real number, O, discovered by Chaitin [13, p. 336]. 

A. M. Turing's theorem that the halting problem is unsolvable is a fundamental result of 
the theory of algorithms [4]. Turing's theorem states that there is no mechanical procedure for 
deciding whether or not an arbitrary program p eventually comes to halt when run on the 
universal computer U. Let O be the probability that the standard computer U eventually halts 
if each bit of its program p is produced by an independent toss of an unbiased coin. The 
unsolvability of the halting problem is intimately connected to the fact that the halting 
probability O is a random real number, i.e., its base-two expansion is a random infinite binary 
sequence in the very strong sense (5) defined above. From (5) it follows that O is normal (a 
notion due to É. Borel [18]), that O is a kollectiv with respect to all computable place 
selection rules (a concept dueto R. von Mises andA. Church [19]), and it also follows that O 
satisfies all computable statistical tests of randomness (this notion being due to P. Martin-Lof 
[20]). An essay by C. H. Bennett on other remarkable properties of O, including its immunity 
to computable ganibling schemes, is contained in [3]. 

K. Godel established his famous incompleteness theorem by modifying the paradox of the 
liar: instead of "This statement is false" he considers "This statement is unprovable." The 
latter statement is true if and only if it is unprovable; it follows that not all true statements are 
theorems and thus that any formalization of mathematical logic is incomplete [5-7]. More 
relevant to algorithmic information theory is the paradox of "the smallest positive integer 
which cannot be specified in less than a billion words." The contradiction is that the phrase in 
quotes only has fourteen words even though at least a billion should be necessary. This is a 
version of the Berry paradox, first published by B. Russell [6, p. 153]. To obtain a theorem 
rather than a contradiction, one considers instead "the binary string s which has the shortest 
proof that its complexity J(s) is greater than a billion." The point is that this string s cannot 
exist. This leads one to the metatheorem that although most bit strings are random and have 
information content approximately equal to their lengths, it is impossible to prove that a 
specific string has information content greater than n unless one is using at least n bits of 
axioms. See [ 4] for a more complete exposition of this information-theoretic version of 
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Godel's incompleteness theorem, which was first presented in [21]. It can also be shown that 
n bits of assumptions or postulates are needed to be able to determine the first n bits of the 
base-two expansion of the real number O. 

Finally, it should be pointed out that these concepts are potentially relevant to biology. 
The algorithmic approach is closer to the intuitive notion of the information content of a 
biological organism than is the classical ensemble viewpoint, for the role of a computer 
program and of DNA are roughly analogous. [22] discusses possible applications of the 
concept of mutual algorithmic information to theoretical biology; it is suggested that a living 
organism might be defined as a highly correlated region, one whose parts have high mutual 
information. See also [23]. · 
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